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Abstract We have developed a parallelized integral-
direct code of the perturbative doubles correction for
configuration interaction with singles, proposed as
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CIS(D) by Head-Gordon et al. (Chem Phys Lett 219:21,
1994). The CIS(D) method provides the energy correc-
tions both of the relaxation and differential correlation
for the respective CIS excited states. The implementa-
tion of CIS(D) is based on our original algorithm for the
second-order Møller–Plesset perturbation (MP2) calcu-
lations (Mochizuki et al. in Theor Chem Acc 112:442,
2004). There is no need to communicate bulky interme-
diate data among worker processes of the parallelized
execution. This CIS(D) code is then incorporated into
a developer version of ABINIT-MP program, in order
to improve the overestimation in excitation energies
calculated by the CIS method in conjunction with the
multilayer fragment molecular orbital scheme
(MLFMO-CIS) (Mochizuki et al. in Chem Phys Lett
406:283, 2005). The MLFMO-CIS(D) method is first
used in evaluating the lowest nπ∗ excitation energy of
the hydrated formaldehyde. The photoactive yellow pro-
tein (PYP) is the second target of MLFMO-CIS(D) cal-
culation. Through these applications, it is shown that the
CIS(D) correction improves the CIS results favorably.

Keywords Excited states · Fragment molecular
orbital · CIS(D) ·MP2 · Parallelism · Integral-direct

1 Introduction

A number of biochemical systems, e.g. the photosyn-
thetic center [1], are photoactive through electronic exci-
tations. The central region in photoactive proteins is
called as chromophore, and it consists of the photon-
absorbing pigment part and some neighbored amino
acid residues which should provide the electrostatic or
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hydrogen-bonding interactions with the pigment. Sur-
rounding residues also put some electrostatic influences
on the chromophore system probably. These environ-
mental effects should cause the shifts in excitation
energies relative to the free pigment, where the posi-
tive and negative shifts are usually called as blueshift
and redshift, respectively. For example, the opsin shift
is an archetype [2]. The similar phenomena have been
known for the solvated molecules as the solvatochro-
mism [3]. A sort of hybrid theoretical approach of quan-
tum mechanics (QM) and classical molecular mechanics
(MM), denoted as QM/MM, has been frequently used to
treat such environmental shifts. Namely, QM or molec-
ular orbital (MO) calculations are applied only to the
photoactive molecule and some neighbored areas when
needed. Surrounding parts are treated by the MM meth-
ods. The ONIOM [4] may be a representative recipe
of QM/MM scheme, for example. Although the MM
technique makes the inclusion of environmental effects
feasible, there exist many prefixed parameters which
are empirically adjusted to reproduce the experimental
values. The MM description for the hydrogen-bonding,
which plays the crucial role for water molecules and
amino acids [5], has not yet been well established. The
treatment of polarization as a fluctuation from the pre-
fixed values of parameters has been in a similar state.
These difficulties lead to an ambiguity in QM/MM cal-
culations. Thus, a full QM treatment would be desirable
if possible.

The fragment molecular orbital (FMO) method pro-
posed by Kitaura et al. [6–8] is one of the promising
recipes to calculate proteins and solvation clusters in a
fully quantum mechanical (QM) manner with reason-
able costs of computation. At the Hartree–Fock (HF)
level of theory of the FMO scheme, a series of HF
calculations is performed for the fragment monomers
and dimers under the environmental electrostatic poten-
tial (ESP) which is essential to ensure the chemical
accuracy. The second-order Møller–Plesset pertubation
(MP2) calculation as the simplest correlated method
with the size-consistency may be carried out after the
respective HF calculations of monomers and dimers.
Fedorov et al. [9] have been modifying the GAMESS
program [10] for the FMO calculations. Recently, they
documented the FMO methodologies and the availabil-
ity with GAMESS in [11]. Sekino et al. [12] reported
some FMO trials with the NWCHEM program [13]. In
contrast, the ABINIT-MP program was firstly developed
by Nakano et al. [14] as a full-scratch program pack-
age for the parallelized FMO-HF calculations of pro-
teins. The fragmentation of bonds in proteins is safely
achieved by introducing the special sp3-hybridized car-
bon atom called as the bond-detachment atom (BDA)

[8,14]. The capability of ABINIT-MP was then enhanced
by Mochizuki et al. [15,16] with a parallelized inte-
gral-direct implementation of the FMO-MP2 method.
Furthermore, Mochizuki et al. [17] implemented the
configuration interaction with singles (CIS) [18] in the
ABINIT-MP program with an integral-direct parallel-
ism, by accepting the multilayer FMO scheme
(MLFMO) [19], where the CIS calculation should be
applied to the chromophore region after all the HF cal-
culations of the target system completed. Several illus-
trative applications performed with ABINIT-MP were
documented in [20].

It has been known that the CIS calculations pro-
vide semi-quantitative estimates for the low-lying singlet
excited states which are predominantly characterized
by single excitations, where a typical overestimation in
excitation energies is 1–2 eV relative to the experimental
values [21]. In fact, such overestimations were obtained
by the MLFMO-CIS calculations for the lowest nπ∗
excited state of the hydrated formaldehyde models [17],
in comparison with quantitative results reported in the
coupled cluster (CC)-based studies [22–24]. The experi-
mental excitation energy of the photoactive yellow pro-
tein (PYP), which was first isolated by Meyer from a
halophilic bacterium [25], is known as 2.78 eV in blue
region of light [26]. However, the MLFMO-CIS value
was estimated as high as 4.28 eV. Absolutely, the dis-
crepancies remained in the CIS results of Ref. [17]. The
overestimation of CIS energies can be remedied by the
second-order perturbative doubles correction (abbrevi-
ated as CIS(D)) proposed by Head-Gordon et al. [27].
The CIS(D) method evaluates the energy corrections
both from the relaxation and the differential MP2 cor-
relation for CIS excited states. Favorably, the size-con-
sistency is satisfied in the CIS(D) calculations, and its
computational cost scales as non-iterative N5 (where N
is the number of basis orbitals) like the MP2 calcula-
tion for the ground state [27]. These features of CIS(D)
should be promising if the additional correction to the
MLFMO-CIS calculations is considered for large scale
molecules [17].

In this paper, we report a parallelized integral-direct
implementation of the CIS(D) method [27]. Unlike the
spin-orbital notation [28] presented originally in Ref.
[27], we use a spin-adapted CIS(D) formulation for a
separate treatment of the singlet and triplet states as in
the previous CIS case [17]. The actual implementation is
made through the modification of our parallelized direct
MP2 algorithm [15]. No I/O processing and communi-
cation of bulky intermediate data is needed during the
parallelized execution. In order to augment the
MLFMO-CIS ability, the resulting CIS(D) code is then
incorporated into a developer version of ABINIT-MP
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[14–17,20]. The present work is the first realization that
all the integrals associated with CIS(D) calculations
are processed ‘on-the-fly’ with parallelism, to author’s
knowledge. Remaining of this paper is configured as
follows. The formulation of spin-adapted CIS(D) is
outlined in Sect. 2, and the corresponding implemen-
tation are summarized in Sect. 3. The targets of applica-
tions are the same as those in [17]. Namely, the hydrated
formaldehyde and the PYP are again employed for the
demonstrative calculations, and they are documented in
Sects. 4 and 5, respectively. One will see how the CIS(D)
correction improves the MLFMO-CIS energies for both
examples.

2 Spin-adapted formulation of CIS(D)

Before describing the formulation, we would make some
more comments why the CIS(D) method [27] is
promising in correcting the results of MLFMO-CIS cal-
culations [17]. The calculations of time-dependent den-
sity functional theory (TD-DFT) nowadays become the
de facto standard as a quantitative method for excited
states [29], where the electron correlation is effectively
incorporated in the set of potentials. However, the
TD-DFT description could collapse for the charge trans-
fer (CT) excitations with erratically low energies [30].
This situation should cause a difficulty in treating the
chromophore consisting of the pigment and neighbor-
ing residues (or solvents) since the spurious CT states
could appear easily, as exemplified in the TD-DFT treat-
ment of the hydrated s-tetrazine [31]. Although exten-
sive works to overcome such difficulties have been in
progress (see [29,32] for example), we would hold a
stance that the way of CIS calculation and additional
CIS(D) correction is safer or better than that of TD-
DFT for the photoactive proteins and solvated systems
at the present time.

Head-Gordon et al. [27] discussed that the CIS(D)
method can be considered as a second-order approxi-
mation to the excited state methods of CC with singles
and doubles (CCSD). Oumi et al. [33] examined that
the reliability of CIS(D) could degrade in comparison
with the CCSD-based reference values if the substan-
tial near-degeneracy of states takes place. The third-
order CIS(3) method [34] and also the iterative CIS(D1)
method [35] were thus proposed by Head-Gordon et al.
as the improvement over CIS(D). Recently, Hirata [36]
developed a partial fourth-order CIS(4p) method of N6

scaling, with the help of an automated derivation and
implementation system [37] to handle the complicated
structure of associated tensor equations. These more
sophisticated methods than the original CIS(D) [27]

requires much more cost of computation and makes
the fully integral-direct implementation with parallelism
difficult. This means a potential restriction of the trac-
table size of molecules. Fortunately, only a few lowest
states are of chemical interest for the most of photoac-
tive proteins, and they are typically characterized by the
single excitations among a few MOs of the occupied-
unoccupied boundary, e.g., the HOMO–LUMO exci-
tation in the PYP [17,26]. It would be expected that
the CIS(D) method works well for such cases, as long
as the issue of near-degeneracy is not severe [33–35].
Thus, we would adopt the CIS(D) correction [27] to
be implemented in a parallelized integral-direct fash-
ion in conjunction with the MLFMO-CIS calculations.
Care should be taken in watching the character of target
states, of course.

In this paragraph, we briefly summarize the spin-orbi-
tal formulation of CIS(D) presented by Head-Gordon
et al. [27,35], for later convenience to outline our spin-
adapted formulation. The notation of equations is the
same as that in Ref. [27]. The indices of ijk and abc
specify the occupied orbitals and unoccupied (or vir-
tual) orbitals, respectively, and the anti-symmetrized
two-electron integral (TEI) list [28] is used here: see
Head-Gordon’s original paper [27] for more details.
A certain CIS state is described as the linear combi-
nation of singly excited determinants �a

i from the HF
reference determinant �0,

�CIS = U1�0 =
∑

ia

ba
i �

a
i , (1)

once the eigenvalue equation

〈
�a

i |H − EHF|U1�0

〉
=

∑

jb

〈
�a

i |H − EHF|�b
j

〉
bb

j

= ωba
i , (2)

〈
�a

i |H − EHF|�b
j

〉
= δijδab�a

i + (aj||ib), (3)

�a
i = εa − εi, (4)

is solved to obtain the excitation energy relative to the
HF ground state energy [18]. Namely, U1 presents all
the single excitations with amplitudes ba

i for the state of
interest. The CIS(D) energy correction is then given by
the following contractions:

ωCIS(D) = −1
4

∑

ijab

∣∣uab
ij

∣∣2
/(�ab

ij − ω)+
∑

ia

ba
i va

i , (5)
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uab
ij =

∑

c

[
(ab||cj)bc

i − (ab||ci)bc
j

]

+
∑

k

[
(ka||ij)bb

k − (kb||ij)ba
k

]
, (6)

�ab
ij = εa + εb − εi − εj, (7)

va
i =

1
2

∑

jkbc

(jk||bc)
[
bb

i aca
jk + ba

j acb
ik + 2bb

j aac
ik

]
, (8)

where the coefficients aab
ij are just the MP2 amplitudes

due to the perturbation potential V

EMP2 = 〈�0|V|T2�0〉 = 1
4

∑

ijab

aab
ij (ij||ab), (9)

T2�0 = 1
4

∑

ijab

aab
ij �ab

ij , (10)

aab
ij = −

〈
�ab

ij |V|�0

〉 /
�ab

ij = −(ab||ij)/�ab
ij . (11)

The operator T2 generates the double excitations to
introduce the electron correlation [28]. The first term in
the right-hand side of Eq. (5) should correspond to the
relaxation energy which originates from 〈�CIS|V|U2�0〉,
being a negative quantity as can be seen from the defi-
nition like MP2. Although the operator U2 is also of
double excitation type, it can be triplet unlike T2 but
like U1. In contrast, the second term in Eq. (5) should
provide the differential MP2 correlation energy given
by 〈�CIS|V|T2U1�0〉c (connected part): the disconnected
part is just the MP2 energy of Eq. (9). This term may be
a positive quantity since a hole is created in the occupied
space by the single excitation. The computational cost
to evaluate Eq. (8) is seemingly of N6. But, it can be
reduced to N5 through the factorizations [35,38]

va
i =

∑

b

wabbb
i +

∑

j

wijba
j +

∑

kc

wkcaac
ik , (12)

wab = 1
2

∑

jkc

(jk||bc)aca
jk , (13)

wij = 1
2

∑

kbc

(jk||bc)acb
ik , (14)

wkc =
∑

jb

(jk||bc)bb
j . (15)

It is notable that wij and wab are independent of both
state and spin or reusable once constructed.

Now, we outline the spin-adapted formulation of
CIS(D) as below. First, the so-called configuration state

functions (CSFs) are introduced to treat the singlet and
triplet states separately. They are defined by the prod-
ucts of hole creation operator ξi and particle creation
operator ηa as

(1)�̃a
i =

1√
2
(ηaξi + ηāξī)�0, (16)

(3)�̃a
i = (ηaξī)�0, (17)

where the bar on indices of i and a means β spin and the
tilde on � clarifies the spin-adaptation. The correspond-
ing CIS Hamiltonian matrices of singlet and triplet [17]
are given, respectively, by
〈
(1)�̃a

i |H − EHF|(1)�̃b
j

〉

= δijδab�a
i + 2(ia, jb)− (ij, ab), (18)

〈
(3)�̃a

i |H − EHF|(3)�̃b
j

〉
= δijδab�a

i − (ij, ab). (19)

The TEI list appeared in Eqs. (18) and (19) are written
in the Mulliken convention for spatial MOs [28], and
this notation is used hereafter. With the completion of
diagonalization for the CIS matrices, the operator U1 is
rewritten in the spin-adapted form as

(1)Ũ1 =
∑

ia

(1)b̃a
i

[
1√
2
(ηaξi + ηāξī)

]
, (20)

(3)Ũ1 =
∑

ia

(3)b̃a
i (ηaξī). (21)

Next, the spin-adapted form of T2 operator is defined
with five types of doubly excited CSFs as

T̃2�0 =
∑

ia

ãaa
ii �̃aa

ii +
∑

i,a>b

ãab
ii �̃ab

ii +
∑

i>j,a

ãaa
ij �̃aa

ij

+
∑

i>j,a>b

[
ã

ab(SS)

ij �̃
ab(SS)

ij + ã
ab(TT)

ij �̃
ab(TT)

ij

]
, (22)

where the fourth summation has two spin-coupling paths
of singlet–singlet (denoted as superscripts of ‘(SS)’) and
triplet–triplet (‘(TT)’) for the ij → ab excitation, with
respect to the coupling order from ‘hole pair’ to ‘par-
ticle pair’ [39,40]. Table 1 lists the expressions with
the creation operators of holes and particles for the
CSFs of T̃2. The spin-coupling of the creation opera-

tors involving �̃
ab(SS)

ij and �̃
ab(TT)

ij does not directly cor-
respond to the genealogical type [41], although the spin
space spanned is totally the same. The corresponding
MP2 amplitudes of T̃2 are included in Table 1, where
they were already used to implement the partially ren-
ormalized MP2 method [42] in [16] actually. The singlet
operator (1)Ũ2 has formally the same list of hole-parti-
cle operators as T̃2. But the triplet operator (3)Ũ2 has
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Table 1 Operator expression of T̃2 CSFs and corresponding MP2 amplitude given by [X1(ia, jb)+X2(ib, ja)]/�ab
ij

No. CSFa Operatorsb X1 X2 �ab
ij

1 �̃aa
ii ηaηāξiξī −1 0 2εa − 2εi

2 �̃ab
ii

1√
2
(ηaηb̄ − ηāηb)ξiξī −√2 0 εa + εb − 2εi

3 �̃aa
ij

1√
2
ηaηā(ξiξj̄ − ξīξj) −√2 0 2εa − εi − εj

4 �̃
ab(SS)

ij
1
2 (ηaηb̄ − ηāηb)(ξiξj̄ − ξīξj) −1 −1 εa + εb − εi − εj

5 �̃
ab(TT)

ij
1√
3
[ηaηbξiξj + ηāηb̄ξīξj̄ −√3

√
3 εa + εb − εi − εj

+ 1
2 (ηaηb̄ + ηāηb)(ξiξj̄ + ξīξj)]

a Excitation is defined by spatial MOs. There are singlet–singlet and triplet–triplet couplings for ij→ ab excitation, denoted by super-
scripts as (SS) and (TT), respectively
b Acting on �0 from the left side

Table 2 Operator expression for (3)Ũ2 CSFs

No. CSFa Operatorsb

1 (3)�̃ab
ii ηaηbξiξī

2 (3)�̃aa
ij ηaηāξīξj̄

3 (3)�̃
ab(ST)

ij
1√
2
ηaηb(ξiξj̄ − ξīξj)

4 (3)�̃
ab(TS)

ij
1√
2
(ηaηb̄ − ηāηb)ξīξj̄

5 (3)�̃
ab(TT)

ij
1
2 [(ηaηb̄ + ηāηb)ξīξj̄ + ηaηb(ξiξj̄ + ξīξj)]

Expressions for (1)Ũ2 involving (1)�̃aa
ii , (1)�̃ab

ii , (1)�̃aa
ij , (1)�̃

ab(SS)

ij ,

and (1)�̃
ab(TT)

ij are the same as those of T̃2 (refer to Table 1)
a Excitation is defined by spatial MOs. There are singlet–triplet,
triplet–singlet, and triplet–triplet couplings for ij→ ab
excitation, denoted by superscripts as (ST), (TS), and (TS),
respectively
b Acting on �0 from the left side

another list of operators for CSFs [39,40], as shown in
Table 2. For the triplet case, there are three spin-cou-
pling paths for the ij → ab excitation as ‘(ST)’, ‘(TS)’,
and ‘(TT)’, and the ii → aa excitation of closed-shell
type disappears. As a whole, the CIS(D) correction for
single state may be written in the spin-adapted notation
as

ωCIS(D) = E〈Ũ2〉 + E〈T̃2Ũ1〉, (23)

where the first and second terms correspond to the relax-
ation energy by Ũ2 and the differential MP2 correla-
tion energy by T̃2Ũ1, respectively. The gross amount of
energy correction is determined by the balance of these
two terms.

The relaxation energy for a certain singlet state,
E〈(1)Ũ2〉, is given as

E〈(1)Ũ2〉 = −
∑

ia

|(1)ũaa
ii |2/(�aa

ii − ω)

−
∑

i,a>b

|(1)ũab
ii |2/(�ab

ii − ω)

−
∑

i>j,a

|(1)ũaa
ij |2/(�aa

ij − ω)−
∑

i>j,a>b

[|(1)ũ
ab(SS)

ij |2

+ |(1)ũ
ab(TT)

ij |2]/(�ab
ij − ω). (24)

The formula for E〈(3)Ũ2〉 is similar with this equation,
except for the difference in the spin-couplings shown in
Table 2. The matrix elements of the energy denomina-
tor of Eq. (24) are evaluated by manipulating the hole-
particle operators [39,40]. The resultant expressions of
integral contraction are somewhat complicated, in com-
parison with Eq. (6) in the spin-orbital notation [27].

For example, the expressions of (1)ũab
ii and (1)ũ

ab(SS)

ij are
written, respectively, as

(1)ũab
ii = −

∑

c

[(ia, bc)+ (ib, ac)](1)b̃c
i

+
∑

k

(ia, ik)(1)b̃b
k +

∑

k

(ib, ik)(1)b̃a
k, (25)

(1)ũ
ab(SS)

ij = − 1√
2

∑

c

[(jb, ac)+ (ja, bc)](1)b̃c
i

− 1√
2

∑

c

[(ib, ac)+ (ia, bc)](1)b̃c
j

+ 1√
2

∑

k

[(ja, ik)+ (ia, jk)](1)b̃b
k

+ 1√
2

∑

k

[(jb, ik)+ (ib, jk)](1)b̃a
k. (26)

The separation of intra- and inter-orbital relaxation
energies, which are labeled by ii and ij, respectively,
may be useful to understand the nature of excited states.
Some technique should be employed in the actual
implementation to compute E〈Ũ2〉, since the handling
of (ia, bc) and (ia, jk) lists could be too demanding if
the integral-direct processing is required. The details of
technique will be discussed in the next section about the
implementation.



546 Theor Chem Acc (2007) 117:541–553

The evaluation of E〈T̃2Ũ1〉 concerns three intermedi-
ate matrices about ṽa

i , whose expression in the spin-
notation [27,35] are given as Eqs. (13), (14) and (15).
The matrices of w̃ab and w̃ij, which are independent of
both spin and state, consist of the contributions from
five types of CSFs associated with T̃2. The spin-adapted
expressions of integral contraction can be derived
through the operator manipulations as for the case of
Ũ2. A representative example is the contribution from

�̃
ab(TT)

ij , and it is expressed like

w̃ab ← w̃ab +
√

3
2

(a>c)∑

i>j,c

[(ib, jc)− (ic, jb)]ãac(TT)

ij

−
√

3
2

(c>a)∑

i>j,c

[(ib, jc)− (ic, jb)]ãca(TT)

ij , (27)

w̃ij ← w̃ij +
√

3
2

(i>k)∑

k,a>b

[(ja, kb)− (jb, ka)]ãab(TT)

ik

−
√

3
2

(k>i)∑

k,a>b

[(ja, kb)− (jb, ka)]ãab(TT)

ki . (28)

The remaining array to be constructed is w̃kc with
spin- and state-dependence. The expressions of integral
contraction for the spin singlet and triplet are given,
respectively, as

(1)w̃kc = −
∑

jb

[2(kc, jb)− (kb, jc)](1)b̃b
j , (29)

(3)w̃kc = −
∑

jb

(kb, jc)(3)b̃b
j , (30)

where the label of state number is omitted for simplicity.
The implementation to compute ṽa

i will be described in
the next section. When the array of ṽa

i for all states is
available, E〈T̃2Ũ1〉 is obtained by the product with the
corresponding CIS vector as

E〈T̃2Ũ1〉 =
∑

ia

b̃a
i ṽa

i . (31)

The partial summation by fixing an index i provides an
orbital-wise differential correlation energy, and this may
be useful to see the nature of excited states.

Finally, we address the usage of CIS(D) correction in
the MLFMO-CIS context [17]. Prior to the CIS calcu-
lation, a series of HF calculations is first performed for
the fragment momomers and dimers belonging to both
the layer 1 (denoted as L1) and the layer 2 (L2). The
layer 2 is just the chromophore of which excited states
are needed, whereas the layer 1 is the remaining bulky

part of the target system. As long as the basis set is com-
mon between the layer 1 and layer 2, the corresponding
MLFMO–HF energy is evaluated by

EMLFMO−HF =
∑

X〉Y∈L1,L2

EHF
[XY]−(NFrag.−2)

∑

X∈L1,L2

EHF
[X],

(32)

where capital X and XY are the fragment momomer and
dimer, and NFrag. means the total number of fragment
monomers. When all the HF calculations are complete,
the CIS calculation is applied to the layer 2. The CIS(D)
calculation is successively performed with the results
of CIS. The MLFMO-CIS and MLFMO-CIS(D) total
energies are then given, respectively, as

EMLFMO−CIS = EMLFMO−HF + ωCIS
L2

, (33)

EMLFMO−CIS(D) = EMLFMO−CIS + ω
CIS(D)
L2

, (34)

where ωCIS
L2

and ω
CIS(D)
L2

are the CIS excitation energy
and the CIS(D) energy correction [see Eq. (23)] of the
layer 2, respectively. Note that the ESP from the layer 1
onto the layer 2 is fixed at the stage of MLFMO-HF. In
other words, the HF charge density of the layer 1 is kept
frozen for all the excited states of the layer 2. The layer
2 composition should thus be defined with some care to
have a ‘margin’ around the central pigment. If the size
of ‘margin’ is appropriately set, the polarization effects
induced by the excitation of pigment could be taken into
account through the CIS(D) calculations.

3 Parallelized direct implementation of CIS(D)

In this section, we outline the implementation of spin-
adapted CIS(D) method, based on our parallelized
integral-direct MP2 algorithm [15], which can be sum-
marized as below for convenience. With the conven-
tion that pqrs specify the atomic orbital (AO) indices,
the transformed TEI list needed for the MP2 energy is
written as

(ia, jb) =
∑

pqrs

CpiCqaCrjCsb(pq, rs). (35)

Actually, this list is generated through the series of quar-
ter transformations

(iq, rs) =
∑

p

Cpi(pq, rs), (36)

(ia, rs) =
∑

q

Cqa(iq, rs), (37)
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(ia, js) =
∑

r

Crj(ia, rs), (38)

(ia, jb) =
∑

s

Csb(ia, js). (39)

The features of our MP2 algorithm [15] are then cited
as below.

• There is no I/O processing at the cost of repeated
generation of the (pq, rs) list: an ‘on-the-fly’ algo-
rithm.

• The entire calculation is driven by the i-batch [43],
denoted as [i], to adjust the memory requirement to
computational resources.

• The standard message-passing interface (MPI) [44]
is adopted for parallelization.

• The AO index of s associating with the MO index
b is the main parameter of parallelization, where
the incompletely transformed list about index s of
(ia, jbs) is the target of MPI_ALL_REDUCE oper-
ation.

• There is no communication of bulky intermediate
data across worker processes.

• Furthermore, the upper level parallelization is pos-
sible by the i-batch in a combinatorial fashion with
the lower index s.

• The multiple integral screening is utilized to reduce
the operation cost effectively.

• The innermost processing is performed with the stan-
dard libraries of the Basic Linear Algebra Subrou-
tines (BLAS) such as DAXPY [45].

• The second-order density matrix can also be directly
calculated through the generation of the additional
TEI lists of (ia, jk) and (ia, bc) appeared in the occu-
pied-unoccupied response elements.

Reference [16] reported a practical applicability of this
algorithm and the resulting code to realize large scale
FMO-MP2 calculations with ABINIT-MP.

About the evaluation of E〈T̃2Ũ1〉, the computation of
ṽa

i array is the central task. The implementation to con-
struct w̃ab and w̃ij is straightforward by modifying the
MP2 algorithm/code [15] with the above-summarized
features. The computational cost of integral contraction
for w̃ab and w̃ij is formally of N5 scaling [recall Eqs.
(27) and (28)] as for the transformation itself to prepare
the (ia, jb) list. Thus, these contractions are also parall-
elized with respect to the index i, in the batch loop of
MP2 [16]. In contrast, the spin- and state-dependent w̃kc
must be completely constructed before the MP2 process-
ing starts, since this matrix is contracted with the MP2
amplitudes. As suggested by Head-Gordon et al. [35]
the Fock-like contraction, which has been employed in

AO integral-driven CIS calculations [17,18], is utilized
to construct w̃kc. The cost for w̃kc scales as N4, and the
acceleration through parallelization is obvious [17].

Some technique would be necessary to evaluate E〈Ũ2〉
if the direct processing of integrals is desired, since both
(ia, bc) and (ja, bc) (similarly (ia, jk) and (ja, ik)) are
required simultaneously, as shown in Eq. (26). Namely,
the simple i-batch processing is not usable. For the eval-
uation of uab

ij (Eq. (6)), Head-Gordon et al. [35] devised
the ‘CIS vector-transformed AO-MO coefficients’ in
their semi-direct implementation of the CIS(D1)
method. We follow this technique and define the modi-
fied coefficients

C̃sj =
∑

c

Cscb̃c
j , (40)

C̃sb =
∑

k

Cskb̃b
k, (41)

where the labels of spin and state number are again omit-
ted for simplicity. By using these modified coefficients,
the central task in evaluating E〈Ũ2〉 becomes the prep-
aration of (ia, jb̃), (ia, j̃b), (iã, jb) and (ĩa, jb). Although
there is a similarity to the transformation of (ia, jb) for
the MP2 energy, the cost of this preparation is formally
4NVec. times higher than that for the MP2 case, where
NVec. is the total number of target vectors depending
both on spin and state. The outermost loop of batch,
by which the memory fitting is made, can be driven by
the canonical ij pair, denoted as [ij]. Furthermore, all
NVec. vectors might be processed at one time, if a siz-
able memory resource is available. A pretty modifica-
tion from the original loops for MP2 presented in [15] is
thus necessary in the implementation of E〈Ũ2〉. Figure 1
is the sketch of corresponding loop structure imple-
mented to compute E〈Ũ2〉 in our spin-adapted CIS(D)
code: see Fig. 1 of Ref. [15] for comparison when nec-
essary. The outermost loop of [ij] is parallelizable at
the upper level without barrier synchronization. The
total cost depends on the number of batches because
the generation of (pq, rs) is repeated by just that much.
The index s is the parallelization parameter at the lower
level. The quarter transformations independently pro-
ceed with forming the intermediate integral data in each
worker process until calling the MPI_ALL_REDUCE
routine [44]. A combinatorial parallelization by the indi-
ces of s and ij is possible. The innermost processing is per-
formed by the BLAS libraries of DDOT and DAXPY
[45] with the multiple screening, as in the case of regu-
lar MP2 calculations. For executions in an environment
with small memory resource, we have another version
of code in which the outermost loop is driven by NVec.,
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Fig. 1 Outline structure of
transformation loops for
E〈Ũ2〉

and the entire computation proceeds vector-by-vector
there.

4 Application to hydrated formaldehyde

The developed CIS(D) code with an integral-direct par-
allelism was incorporated into a developer version of
ABINIT-MP program [14–17,20]. We first checked the
parallel efficiency of the CIS(D) calculation, by employ-
ing the H2CO+(H2O)16 cluster (abbreviated as FRM+
16W) whose geometry was already determined at the
HF level in [17] about the CIS calculations. This cluster
is a model to mimic the hydrated formaldehyde of which
the lowest excited state is characterized by the nπ∗ tran-
sition of valence HOMO–LUMO type. The excitation
energy itself will be discussed later. The test condition of
parallelized CIS(D) calculations was the same as that in
[17]. Namely, the 6-31G** basis set [21] was used, where
the numbers of basis functions, occupied MOs, and unoc-
cupied MOs were 440, 70 and 352, respectively, under the
frozen K-shell restriction. The computational platform
was a clustered Intel Dual-Xeon processors (clock rate
of 3.06 GHz) with 1000BASE-T ethernet. This resource
of computation was of typical in-house class.

We started the efficiency measurement of parallelized
CIS(D) calculations on eight processors. Table 3 summa-
rizes the elapsed time (in seconds) and the acceleration
relative to the case of eight processors. As addressed in
the previous section, our parallelization could be made
by both the AO index s and the batch indices of ij or i
in a combinatorial fashion. Some possible combinations
were thus tried with a symbol like [Ps×Pij/i] in processor
distribution. For the case of eight processors, the parall-

elization with [4× 2] is better than that with [2× 4]. The
parallel efficiency looks good for the processor increase
of 8 → 16, where the distribution of [4 × 4] is recom-
mendable. The efficiency slightly drops for the increase
of 16 → 32. With full 64 processors throughout three
cases of processor distribution, the job is completed less
than an hour. The efficiency of 73% for the total job is
acceptable against the double increment of [4 × 4] →
[8× 8]. We consider that the present implementation of
parallelized integral-direct CIS(D) calculations is usable
with dozens of processors for production runs of photo-
active issues, although further tuning of the code would
be desirable, especially on the load-balancing.

Hereafter, the lowest nπ∗ excited state of the hydrated
formaldehyde is focused on. It has been known that its
excitation energy shows the blueshift relative to that
of the free formaldehyde as a typical solvatochromism
[3]. The estimation of this blueshift has been a chal-
lenging target of theoretical calculations. Some studies
with correlated wavefunctions are cited as below, as the
reference data for our MLFMO-CIS(D) calculations.
Martin et al. [46] performed the complete active space
self-consistent-field (CASSCF) [47] calculations within
the QM/MM framework using classical molecular
dynamics (MD) simulation, where the description of
water molecules as the solvent was made with a mean-
field potential. They obtained the blueshift value of
4.2 kcal/mol (or +0.18 eV) by this simulation. Based on
the QM/MM approach of CASSCF and Monte Carlo
(MC) configuration sampling, Kawashima et al. [48,49]
found the positive relation between the amount of blue-
shift and the number of water molecules in the first
solvation shell and then evaluated a range of 2,540–
2,660 cm−1 (+0.33 eV). As a highly correlated treatment,



Theor Chem Acc (2007) 117:541–553 549

Table 3 Elapsed time [in seconds; timing on Intel Xeon clus-
ters (3.06 GHz clock rate)] and parallel acceleration of CIS(D)/6-
31G** calculation for FRM+16W model

Processorsa Timing Acceleration Relativeb Efficiency (%)

8
[4× 2] 14168
[2× 4] 15800

16
[4× 4] 7613 1.86 [4× 2] 93
[2× 8] 7988 1.98 [2× 4] 99
[8× 2] 8295 1.71 [4× 2] 85

32
[4× 8] 4666 1.86 [4× 4] 82
[8× 4] 4851 1.57 [4× 4] 78

64
[8× 8] 2607 2.92 [4× 4] 73
[16× 4] 3005 5.25 [2× 4] 66
[4× 16] 3223 4.40 [4× 2] 55

a The way of processor distribution for CIS(D) is shown in a
symbol of [Ps × Pij/i] for the parallelization of s and ij/i,
respectively (refer to text)
b Acceleration relative to fewer cases of processor distribution

Kongsted et al. [22,23] utilized the CCSD response [50]
calculations combined with a polarizable MM-based
dynamics simulation. They estimated the excitation
energy of 4.39 eV for the hydrated formaldehyde and the
blueshift of 2803±46 cm−1 (+0.35 eV). Recently, Hirata
et al. [24] presented a conceptually FMO-like pair-inter-
action method by using the equation-of-motion CCSD
(EOM-CCSD) [51] calculation and applied this approxi-
mation to several models of the hydrated formaldehyde.
With the model employing 81 water molecules, the exci-
tation energy and the blueshift were calculated to be
4.09 eV and 1,360 cm−1 (+0.17 eV), respectively. In our
previous CIS calculations for several models with and
without the MLFMO scheme [17], both the excitation
energy and the blueshift for the hydrated formaldehyde
were overestimated, in comparison with quantitative
results based on the CC treatments [22–24]. The present
purpose of application is thus to see that the errors in
CIS energies of Ref. [17] are reduced by introducing the
contributions from the relaxation and the differential
correlation in the CIS(D) calculations.

Table 4 presents the excitation energy obtained by
CIS and CIS(D) calculations with and without the
MLFMO treatment, where the geometry, the MLFMO
modeling and the basis set (6-31G**) were the same
as those of Ref. [17] (see this paper for details). One
exception was an addition of the FRM/16W model in
which only the formaldehyde molecule is set in the layer
2 and 16 water molecules are included in the environ-
mental layer 1. Before discussing the hydrated models,
the results of the free formaldehyde are compared with

Table 4 Excitation energy (in eV) and blueshift for hydrated
formaldehyde models calculated by CIS(D)/6-31G** with and
without MLFMO scheme

CIS CIS(D)

MLFMO Modela Energy Shift Energy Shift

No FRMb 4.75 4.35
No FRM+3W 5.01 +0.26 4.43 +0.08
Yes FRM/16W 5.13 +0.38 4.53 +0.18
Yes FRM+3W/13W 5.21 +0.46 4.57 +0.22
No FRM+16W 5.38 +0.63 4.67 +0.32
Yes FRM+16W/112W 5.38 +0.63 4.66 +0.31

a The right side of slash for MLFMO treatemnt presents the
number of water molecules in the layer 1 (refer to text)
b The geometry was optimized by the HF/6-31++G** procedure
in [17]. The reoptimized geometry with HF/6-31G** provides
4.76 eV for CIS and 4.36 eV for CIS(D). The dependence of exci-
tation energies on this basis set effect about the geometry of form-
aldehyde is found as small as two places of decimals in eV

the experimental value of 4.07 eV [49]. The excitation
energy is improved from 4.75 eV by CIS to 4.35 eV by
CIS(D), but a sizable error is still remained. The geom-
etry was determined at the HF level in [17], and this
could be responsible for the discrepancy: see also foot
note of Table 4. We thus made a recalculation with the
MP2/6-31G** geometry (determined by the Gaussian03
program [21,53]) and obtained 4.09 eV as a better result
certainly. On the higher correlation effect for the exci-
tation energies of formaldehyde, the systematic com-
parisons were already made by Head-Gordon et al. in
[27,33,35], showing that the CIS(D) value is compara-
ble to the CCSD-based value for the lowest nπ∗ state.
Consequently, we assumed that the issue caused by the
HF geometry is transferable for the hydrated case [17]
and the evaluation of blueshift is not much affected. In
other words, the absolute correspondence in the excita-
tion energy itself is not pursued in the present study.

As can be seen in Table 4, the overestimation of CIS
values is corrected by the CIS(D) calculations favor-
ably. It is noteworthy that there is a sizable difference in
the reduction of excitation energy from CIS to CIS(D)
between FRM and FRM/16W, where the amounts of
reduction are 0.40 eV for the former and 0.60 eV for the
latter. Namely, more reduction is obtained for FRM/16W
incorporating the hydration environment. Only the
CIS(D) values are of interest from now on. The blueshift
of FRM+3W is as small as +0.08 eV. This suggests that
the ‘micro hydration’ with at most three water molecules
is insufficient to mimic the hydration of formaldehyde.
The results of FRM+3W/13W and FRM/16W models are
better. The difference in blueshifts from FRM/16W to
FRM+16W implies an importance of the induced polar-
ization or relaxation among the surrounding water mol-
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Table 5 Excitation energy (in atomic unit) and decomposition of CIS(D) correction for hydrated formaldehyde models having 16 water
molecules

Model CIS CIS(D) Ratioa E〈Ũ2〉b E〈T̃2Ũ1〉b EMP2

FRM 0.1746 0.1597 0.91 −0.1171 (71%) 0.1022 (98%) −0.3117
FRM/16W 0.1887 0.1666 0.88 −0.1206 (71%) 0.0985 (98%) −0.3085
FRM+3W/13W 0.1916 0.1678 0.88 −0.1236 (68%) 0.0998 (98%) −0.9021
FRM+16W 0.1978 0.1717 0.87 −0.1272 (58%) 0.1011 (96%) −3.5047

a Ratio of CIS(D) corrected energy and CIS energy
b Value in parenthesis is percentage of contribution from the HOMO

ecules in the layer 2 to which the CIS(D) calculation
is applied. Table 5 lists the decomposition of CIS(D)
correction for the models having 16 water molecules.
A cancellation between the relaxation energy, E〈Ũ2〉,
and the differential MP2 correlation energy, E〈T̃2Ũ1〉, is
obvious for all the cases. The contribution concerning
the HOMO leads the relaxation energy, but its amount
is decreased against the enlargement of the layer 2. In
contrast, the differential correlation energy is kept
almost constant and is dominated by the HOMO con-
tribution. This is consistent with the fact that the pair
correlation energy is just lost from the HOMO by the
excitation.

The FRM+16W model provides +0.32 eV, being very
close to +0.31 eV obtained by the largest MLFMO-
CIS(D) treatment of FRM+16W/112W. A convergence
is here found with 16 water molecules in the layer 2. We
would consider that this final value of +0.31 eV is com-
parable with the reference CC-based values of +0.35 eV
by Kongsted et al. [22,23] and of +0.17 eV by Hirata et
al. [24], since we have used here only one geometrical
configuration for the cluster models. Further investiga-
tion combining the MLFMO-CIS(D) method and MD
simulations should be necessary if the statistical devia-
tion through configuration sampling is required, as done
in [22,23,46,48,49]. Such a combinatorial study would
be our future subject.

5 Application to PYP

The PYP system [25] was employed as the second target
of application, in order to check again that the CIS(D)
correction improves the CIS value suffering from over-
estimation. This protein contains a total of 125 amino
acid residues. The central pigment of PYP is the de-
protonated p-coumaric acid with the trans-form and is
linked by a thioester bond with Cys69. Imamoto et al.
[26] revealed that the ground state pigment absorbs
446 nm (2.78 eV) blue light and then starts the cycle
of photo isomerization. The intense absorption of the

ground state in blue should correlate with the vivid
yellow. Yoda et al. [54] showed the importance of the
positively charged Arg52 as the ‘counter ion’ to the
phenolate part of pigment (negatively charged as
O−-Ph-), at a semi-empirical level of calculations. They
also pointed out the presence of hydrogen-bonding net-
work from the coumarate to Glu46, Tyr42 and Thr50
(the farthest). The MLFMO-CIS calculation with 6-31G
basis [21] was then performed to estimate the excitation
energy, based on the ‘3PYP’ structure archived in the
Protein Data Bank (PDB) [55] with some MM refine-
ment for the positions of attached hydrogen atoms.
The layer 2 consisted of Arg52, Glu46 and Tyr42, beside
the crucial pigment, p-coumarate linked with Cys69. The
MLFMO-CIS value obtained was as high as 4.28 eV,
although the state characterization was successfully
made as the HOMO–LUMO transition of π space in
the coumarate moiety with a high oscillator strength
of 1.52. The overestimation of 1.5 eV from the experi-
mental value of 2.78 eV [26] should be remedied by the
CIS(D) correction. The main subject of this section is to
confirm this speculation by the actual MLFMO-CIS(D)
calculations.

Table 6 shows the MLFMO-CIS excitation energies
and the CIS(D) values obtained with the same setting of
chromophore and basis set (6-31G) as those in [17]. In
this table, the results not only of the lowest singlet state
of interest but also of the lowest triplet state is included
for comparison. As expected, the overestimated value
of 4.28 eV at the CIS level is improved to be 3.29 eV by
CIS(D), where the relaxation energy is found to be effec-
tive in the gross lowering. A remaining error is 0.5 eV in
comparison with the experimental value of 2.78 eV [26],
and this discrepancy may be mainly attributed to the
issue of geometry being used, as discussed with a free
pigment model later. In contrast to the singlet case, the
gross correction of CIS(D) slightly raises the excitation
energy of the triplet state, which is characterized also
by the HOMO–LUMO transition as is the singlet. The
differential correlation energy for the triplet is about the
same as that for the singlet, whereas the triplet relax-
ation energy is much smaller than the singlet relaxa-
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Table 6 Excitation energy (in eV) and decomposition of CIS(D)
correction (in atomic unit) calculated by MLFMO-CIS(D)/6-31G
for the lowest state of PYP

CIS CIS(D) Ratioa E〈Ũ2〉 E〈T̃2Ũ1〉b

Singletc 4.28 3.29 0.77 −0.1430 0.1066
Expt.d 2.78
Triplete 2.47 2.72 1.10 −0.0959 0.1047

a Ratio of CIS(D) corrected energy and CIS energy
b MP2 correlation energy is −4.4027
c Amplitude of the HOMO–LUMO transition is 0.93. Oscillator
strength at MLFMO-CIS level is 1.52 [17]
d Experimental observation of 2.78 eV by Imamoto et al. [26]
e Amplitude of the HOMO–LUMO transition is 0.86

Table 7 Dependence of excitation energy (in eV) on geomtry for
pCT−

Basis Geometrya CIS CIS(D)

6-31G HF 4.03 2.95
MP2 3.87 2.75

6-31G* HF 4.13 3.08
MP2 4.01 2.94

Expt.b 2.70

a Level of geometry optimization
b Experimental observation by Nielsen et al. [60]

tion energy. Thus, the loss of correlation energy leads
to the gross positive correction. We would note a tim-
ing of calculations here. For the lowest singlet state, the
entire MLFMO-CIS(D)/6-31G job including the pre-
ceding HF and CIS stages took 16 h on 64 Xeon proces-
sors, which were employed for the parallel benchmark
with the FRM+16W model in the previous section. This
demonstrates a practical applicability of our MLFMO-
CIS(D) method for realistic photoactive proteins.

In [17], Thr50 was omitted from the layer 2 because
of the farthest position from the p-coumarate in the
hydrogen-bonding network. We made a check calcula-
tion of the MLFMO-CIS(D)/6-31G by including Thr50
in the layer 2. The CIS and CIS(D) energies were cal-
culated to be 4.28 and 3.30 eV, respectively. They are
essentially the same as those with the original setting,
as given in Table 6. The omission of Thr50 in [17] is
now justified. To see the effect of a polarization d func-
tion on the excitation energy, we performed one more
MLFMO-CIS(D) calculation by using 6-31G* basis [21].
The corresponding values at the CIS and CIS(D) levels
were obtained to be 4.26 and 3.26 eV, respectively. This
means that the balance of cancellation in the CIS(D)
correction is not much affected for the present mod-
eling of PYP although the amounts of both relaxation
energy and differential correlation energy are increased
by the improvement from 6-31G to 6-31G*.

Finally, we discuss the issue of pigment geometry,
which might be principally responsible for the remain-
ing discrepancy of 0.5 eV in the MLFMO-CIS(D)/6-
31G result relative to the experimental observation of
2.78 eV by Imamoto et al. [26] (see again Table 6).
A couple of studies based on the CASSCF second-order
perturbation (CASPT2) [56] has been reported for PYP.
Molina et al. [57] treated a number of intermediate struc-
tures appeared in the photo cycle [26], by using the pig-
ment models replaced Cys69 by –CH3. They obtained
the CASPT2 value of 2.58 eV as the excitation energy of
interest. Kawaguchi et al. [58] took care for the geome-
try preparation of the chromopore in a combination of
MD sampling and QM/MM optimization. Furthermore,
they used a tricky scheme named as MLSCMO, which is
almost the same as the MLFMO scheme [19], in order to
incorporate the polarization effect from the surround-
ing amino acid residues to the central pigment [59]. The
final CASPT2 estimate in [58] was 2.88 eV by averaging
ten configurations of the chromophore geometry. These
two reports [57,58] have exemplified that the theoreti-
cal excitation energy has a dependence on the geometry
of the PYP chromophore. Although the ‘3PYP’ struc-
ture of PDB [55] has been naively used in our calcula-
tions of MLFMO-CIS [17] and CIS(D), the assessment
of geometry would be desirable, especially for the cen-
tral pigment moiety or the coumarate. Nielsen et al. [60]
measured the absorption spectra of the deprotonated
trans-thiophenyl-p-coumarate, pCT−, which is an exper-
imental model chromophore of PYP, in vacuum. They
reported the absorption maximum at 460 nm or 2.70 eV,
being slightly lower than the PYP value of 2.78 eV [26].
With this pCT− molecule, we checked the dependence
of CIS(D) energies on geometries. The geometry was
optimized at both HF and MP2 levels with 6-31G and
6-31G* basis sets [21,53]. The CIS(D) calculations were
performed on the respective geometries. The calculated
excitation energies are listed in Table 7. As in the case of
the free formaldehyde molecule, the CIS(D) value with
the MP2 geometry is in reasonable agreement with the
observed value of 2.70 eV [60] relative to the HF-opti-
mized case. The use of polarized 6-31G* yields slightly
higher energy than that of 6-31G. The dependence of
excitation energies on the geometry just has been shown
by using the pCT−model of PYP. Next, we compared the
bond lengths of the phenolate part between the MP2/6-
31G geometry of pCT− and the ‘3PYP’ dataset of PDB
[55] and found an average difference of 0.05 Å for the
lengths between heavy atoms, where a representative
O−-C length was 1.295 Å for the former and 1.345 Å
for the latter. Additionally, the higher correlation effect
was examined by using the EOM-CCSD module [61,62]
available in GAMESS [10]. A simpler model molecule,
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which was derived from pCT− by replacing C6H5-S- by
CH3-S- at the tail, was employed with the MP2/6-31G
geometry optimization [21,53]. The CIS(D) and EOM-
CCSD excitation energies with 6-31G were 2.81 and
2.93 eV, respectively. This difference from the higher-
order reference value was in a typical range [27,33,35],
supporting a validity of CIS(D) calculations for the PYP
pigment system. As a whole, we would consider that the
naive use of pigment geometry in ‘3PYP’ [55] is mainly
responsible for the discrepancy between calculation and
experiment [26] found in Table 6. Future investigation
with the MLFMO-CIS(D) method should involve the
geometry assessment and refinement for at least the
chromophore region of PYP.

6 Summary

We have developed a parallelized integral-direct code of
the CIS(D) correction [27] with a new spin-adapted for-
mulation for the separate treatment of singlet states and
triplet states. The implementation of CIS(D) was made
by the modifications of our original MP2 algorithm [15],
making an ‘on-the-fly’ processing of all the integrals pos-
sible without communication of bulky data across the
worker processes of parallelization. This CIS(D) code
was incorporated into a developer version of ABINIT-
MP program [14–17,20], in order to correct the exci-
tation energy calculated by the MLFMO-CIS method
[17]. With the FRM+16W cluster as a model to mimic
the hydrated formaldehyde, the acceleration efficiency
of parallel CIS(D) calculations (with 6-31G** basis set
[21]) was checked for the lowest nπ∗ state and then
shown to be acceptable for production runs. The
MLFMO-CIS(D)/6-31G** calculations were performed
employing a series of models from FRM/16W to
FRM+16W/112W, where the blueshift relative to the
free formaldehyde was of interest. The largest FRM+
16W/112W model provided a blueshift value of +0.31 eV,
being comparable with a reference value of +0.35 eV
reported by the CC-based study [22,23]. We further-
more applied the MLFMO-CIS(D) method to PYP [25]
whose experimental excitation energy is 2.78 eV [26], as
done in [17] at the MLFMO-CIS/6-31G level. The exci-
tation energy was certainly improved from 4.28 eV of
the naive CIS to 3.29 eV with the CIS(D) correction. The
remaining discrepancy could be mainly attributed to the
lack of geometry refinement for the pigment/chromo-
phore, through the supplemental CIS(D) calculations
on the pCT− model pigment of PYP [60]. In summary,
our MLFMO-CIS(D) method has opened a new way
that a variety of photoactive proteins and solvatochro-

mic systems can be treated in a full QM manner with
in-house class resources of the parallel computation.
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